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C O N T E N T S

• Concept: Cleaning and Curation 

• Experiment: Integrating Indexes 

• Curation Philosophy
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B E Y O N D  B I G  D ATA

• Powerful algorithms are used to make sense of 
unknown data 

• Text analysis, Image analysis, Voice analysis, 
Sentiment Analysis 

• Data analytics, AI. 

• A world of known data
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N E X T  S T E P S

• 1. Improve Technology 

• Develop more accurate algorithms: Improved pattern 
recognition, more data in, machine learning. 

• 2. Involve Humans 

• Low paid/volunteers: crowd-sourcing, manual tagging 

• Subject matter experts: librarians, taxonomists, information 
architects. 

• Decision makers, Information asset managers
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C L E A N I N G  D ATA ?

• To be processed into a computer system, data must 
be “accredited”. It must obey certain rules. 

• Fit into a database field, XML element, spreadsheet 
column, taxonomy classification. 

• May require use of controlled vocabulary 

• Data that doesn’t fit must be cleaned to be entered. 

• Process can be tedious and time-consuming.
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W H AT  A B O U T  N O N - C L E A N  D ATA ?

• Ambiguous 

• Complex 

• Nuanced  

• Foreign 

• Controversial 

• Original 

• New 

• Innovative 

• Creative 

• Implicit 

• Unexpected 

• Misspelled 

• Uses non-authoritative terms
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H O M E  S W E E T  H O M E

• New Year Resolution Syndrome: When entering a new 
house, we organize our stuff into drawers, shelves, 
armoires, closets. Everything fits. 

• As time goes by, mess starts to accumulate. Things are 
not put where they should be, there is a little bit of 
everything everywhere. 

• A certain amount of mess is useful to feel at home. Too 
much mess can be stressful. It depends on each of us.
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C O R P O R AT E  I N F O R M AT I O N  
C H A L L E N G E S

• Schema-driven information architectures impose every 
piece of information to fit somewhere. 

• New data doesn’t necessarily fit the existing locations. It is 
likely that some would need new fields, but creating them 
may be impossible, too costly, or too resource intensive.  

• When data doesn’t fit the existing silos, the whole silo is 
discarded and a new one is designed. 

• The same story starts again….
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W H AT  I F ?

• Mess is a feature, not a bug 

• Information diverse, and constantly changing. 

• Needs hospitable systems, accepting flexibility. 

• Graph databases vs. Relational/Object Databases.
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B O O K  I N D E X E S :  A  S T O R Y

• Powerful ways to quickly find information 

• Human work: author or professional indexer 

• Can we create indexes through algorithms? 

• Yes, if entries are occurrences of a set of words. 

• Yes, if information complies with a well-defined 
structure 

• No, in any other case.
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I N T E G R AT I N G  B O O K  I N D E X E S

• Idea: Why not integrate together indexes of books 
within a collection? 

• Goal: Provide to the readers a way to directly access 
any entries of the books. 

• Project with NYU Library, 3 academic publishers: NYU 
Press, U of Michigan Press, U of Minnesota Press. 
Founded by Carnegie Mellon. Still ongoing.
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I N D E X E S  A R E  
C O M P L E X …
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I N T E G R AT I O N  O F  I N D E X E S

• Increases Complexity 

• For 100 books yielded 48,000 names 

• 45,000 topics (3,000 names were merged into 
common topics)



index-constitution
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W H AT  H A P P E N E D ?

• We have built a tool to manage topic integration. 

• NYU has hired a “Semantic Editor” who worked on 
cleaning the information and finding methods.
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W H AT  D O E S  “ C L E A N I N G ”  M E A N ?

• Topics are grouped into semantic clusters sharing the same meaning. 

• However, since their number has no limit, there is no constraint on 
how many topics there should be. 

• Several strategies are possible: 

• Use automated processes to coalesce them: slugification, 
lemmatization, use of specialized dictionary 

• Manual curation for fine-tuning. 

• In any case, the result is usable, even without cleaning.



E D I T O R I A L  I N T E R FA C E



E B O O K  PA G E
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Metric based on Ochoa, X., & Duval, E. (2009). Automatic evaluation of metadata quality in digital 

repositories.
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A G A I N S T  C L E A N I N G ?

• Mess is part of life. 

• We need to design systems that are open to it. 

• Similar to democracy. It’s more difficult to 
accommodate various points of view, but it’s worth it.

Against Cleaning” (Rawson & Muñoz, Curating Menus)
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W H AT  I S  D ATA  W O R T H ?

• If it’s just collected, it’s interesting for statistical usages. 

• If it’s known, has been appropriately reviewed and 
curated, it has much more value. 

• If your business/activity relies on providing good data, 
you’d better think about it! 

• Technology is here to help humans, not to prevent us 
to do what we need to do!


